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Abstract. Here, we consider a generalized heat equation ∂tρ = d
dx

d
dW

ρ,

where W is a finite measure on the one dimensional torus, and d
dW

is
the Radon-Nikodym derivative with respect to W . Such an equation
has appeared in different contexts, one of which being related to phys-
ical systems and representing a large class of classical and non-classical
parabolic equations. As a natural assumption on W , we require that
the Lebesgue measure is absolutely continuous with respect to W . The
main result here presented consists of proving, for a suitable topology,
a continuous dependence of the solution ρ as a function of W .

1. Introduction

The subject of partial differential equations related to generalized deriva-
tives is a somewhat recent and unexploited research theme, in connection
to Physics and Probability. By a generalized derivative, we mean, grosso
modo, a Radon-Nikodym derivative. In this paper, we are concerned with
the following partial differential equation{

∂tρ = d
dx

d
dW ρ in (0,∞)× T

ρ(·, 0) = h(·) in T,
(1.1)

where T = R/Z is the one dimensional torus and W : R → R is a right
continuous and periodically increasing function in the sense that W (x +
1) −W (x) = 1 for every x ∈ R. Otherwise, W can be understood as the
distribution function of a probability measure µ on the torus T.

A function f for which df
dW is well defined and differentiable may have

jump discontinuities at the discontinuity points of W , namely the points
with positive µ-measure. In the Section 2.7 of [7], it was proven that the
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existence of a unique weak solution belonging to the space L2([0, T ], H1
W (T))

for the equation (1.1), where H1
W (T) is a suitable Sobolev-type space, which

admits discontinuous functions.
We restrict ourselves to the class of measures µ for which the Lebesgue

measure is absolutely continuous with respect to µ. Our main result is a
continuous dependence of the unique solution ρ of (1.1) with respect to W .
By means of a sequence of transformations, we not only solve the problem of
continuity, but we actually give an explicit construction of the weak solution.

The subject of dynamics related to generalized derivatives has connections
with different areas. For instance, the book [13] studies one-dimensional
Markov processes whose generators involve Radon-Nikodym derivatives. In
fractal analysis, we cite [9]. Related to Krein-Fellers operators, see [8, 11, 12].
Partial differential equations related to this operator d

dx
d
dW naturally come

out in hydrodynamic limit and fluctuations of interacting particle systems
in non-homogeneous medium, see [3, 5, 7].

The equation (1.1) is, for some cases of the measure µ, in correspondence
with classical PDE’s. Clearly, if µ is the Lebesgue measure, the PDE (1.1)
is equivalent to the classical heat equation in the one dimensional torus.

Additionally, in the case where µ = L + bδ0, where L is the Lebesgue
measure and δ0 is the Dirac delta measure at zero, the PDE (1.1) is equivalent
to the following heat equation with Robin’s boundary conditions:

∂tρ(t, x) = ∂xxρ(t, x), for t > 0, x ∈ (0, 1)

b
(
ρ(t, 1)− ρ(t, 0)

)
= ∂xρ(t, 0) = ∂xρ(t, 1), for t > 0,

ρ(0, x) = h(x), for x ∈ [0, 1].

(1.2)

This equivalence was shown in [6]. Notice that the boundary conditions
above represent the Fourier’s Law: the rate of heat transfer across the inter-
face between two media is proportional to the difference of temperature
in each medium. In this case, the rate is given by the partial deriva-
tives ∂xρ(t, 0) = ∂xρ(t, 1) and the difference of temperature is given by
ρ(t, 1)− ρ(t, 0).

It was also described in [6], the behaviour of the solution ρ = ρb of the
equation above as a function of the parameter b. It is proven that when
b → 0, the function ρb converges to the solution of the heat equation with
Newmann’s boundary conditions. When b→∞, the convergence is towards
the solution of the heat equation with periodic boundary conditions. Our
main theorem covers this last case with much more generality.
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The outline of the paper is the following. In Section 2, we present heuris-
tics on how one can deduce an equivalent equation for the PDE (1.1) and
the proof’s scheme about continuous dependence of solutions with respect
to W . In Section 3, precise definitions and statements are given. In Sec-
tion 4, we transform the equation (1.1) into a classical PDE with continuous
weak solutions. In Section 5, we deal with the continuous dependence of
the equivalent version of (1.1) by means of a careful analysis on its Fourier
transform. Some auxiliary results are left to the Appendix.

2. Some interpretations and proof’s scheme

In this section, we informally discuss the subject of this paper and the
proof’s general idea. All arguments ahead are of heuristic nature. Precise
definitions and statements will be presented in the next section.

It is well known that the heat equation may be derived from Fourier’s
Law, which states that the heat transfer q is proportional to the negative
gradient of temperature ρ, or else,

q = −kρx . (2.1)

An argument about conservation of energy leads to

cρt = −qx = (kρx)x , (2.2)

where c and k are functions of the position x. In physical nomenclature, c is
the heat capacity and k is the thermal conductivity. Equation (1.1) models
the case where k may be degenerate in the following sense: assuming for a
moment thatW is differentiable, equation (1.1) takes the form ρt = ( 1

W ′ ρx)x ,
so W ′ is the inverse of k and represents the thermal resistance. Hence,
Fourier’s Law (2.1) takes the form

W ′q = −ρx . (2.3)

When W is not differentiable (possibly not even continuous), we shall in-
terpret this equality with W ′ and ρx as Schwartz distributions, and q a
continuous function. Let us consider the case when W ′(x) = 1 + δ1/2(x),

hence, W and ρ must have both a jump discontinuity at x = 1
2 . From (2.3),

we see that the ratio between the size of the jumps is the heat transfer at that
point. This agrees with the Robin’s boundary conditions in (1.2) mentioned
in the introduction.

Keeping this interpretation in mind, we will reparametrize the interval
[0, 1] in such a way that the thermal conductivity becomes constant, leading
to a PDE with the classical Laplacian operator (with possibly zero heat
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capacity at some points). Roughly speaking, we are going to “stretch” the
support of the singular part of µ with respect to the Lebesgue measure.
For instance, as shown in the Figure 1, the point 1

2 in the left graphic is
transformed into the interval [1, 2] in the right graphic.

Being that W is a strictly increasing function, it has a continuous left
inverse w : [0, 1] → [0, 1] such that w(W (y)) = y for all y ∈ [0, 1]. As we
shall see, a function h with discontinuities at the same points as W may be
represented as a composition h(y) = f(W (y)) for some continuous function
f . Under the change of variables y = w(x), equation (1.1) becomes

a(x)vt(t, x) = vxx(t, x), a(x)v(0, x) = a(x)f(x) (2.4)

where, according to (2.2), the function a = w′ plays the role of the heat
capacity. The general strategy will be to establish the continuity of the
solution v of (2.4) with respect to a in a convenient function space, and then
to prove that the composition ρ(t, y) = v(t,W (y)) is the solution of (1.1).

This transformation puts together the same space functions which are
discontinuous in distinct sets. As usual, the topology on the measures will
be given by the vague convergence.

Figure 1. Transformation between equations (1.1) and
(2.4). The functions ρ and v are related by ρ(t, y) =
v(t,W (y)). The grey line is a C1-linear interpolation.

Observe that ifW has a jump discontinuity at a point x0, namelyW (x−0 ) =
r < s = W (x+0 ), then a = 0 in the interval [r, s]. This corresponds to an
interval with zero heat capacity and since (2.4) reduces to vxx = 0, the tem-
perature must be the linear interpolation of the values of v at the end points
of the interval, see Figure 1. This fact may be interpreted as an “infinite
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dispersion” phenomena: any initial temperature at [r, s] is completely dis-
persed at any positive time, and the initial condition v(0, x) = f(x) will be
satisfied only when a(x) 6= 0. This justifies the second equation in (2.4).

In principle, the function v is defined only for t ∈ [0,∞). Extending v as
zero in the negative half line, we can take the Fourier transform with respect
to time in (2.4), obtaining

a(x)(iξv̂(ξ, x)− f(x)) = v̂xx(ξ, x).

The term f(x) appears because v is discontinuous at t = 0 so vt has a Dirac
delta. Now this equation is uncoupled in ξ so it may be viewed as a one
parameter family of periodic complex ODE’s

−u′′(x) + iξa(x)u(x) = a(x)f(x), u(x+ 1) = u(x), (2.5)

with ξ ∈ R as the parameter.
At this point, the classical theory of ODE’s assures the existence of a

unique solution that depends continuously on a and ξ. The main difficulty
here is to show that we are able to anti-transform u with respect to ξ without
loosing continuity. This is the subject of Section 5.

3. Definitions and statements

To a probability measure µ on the torus we can associate a unique right-
continuous function W : R→ R such that W (0) = 0, W (x+ 1)−W (x) = 1
for every x ∈ R and such that if (a, b] represents an interval in the torus,
then µ((a, b]) = W (b)−W (a). The function W completely characterizes the
measure µ.

Definition 3.1. We denote by W the set of functions W : R→ R as above
associated to the probability measures µ on the torus T such that the Lebesgue
measure is absolutely continuous with respect to µ.

It follows that W is strictly increasing. This restriction for the set W is
stronger than the one assumed in [7], namely, that µ(I) > 0 for every open
interval I ⊆ T. See Remark A.4 in the appendix.

Definition 3.2. We say that a sequence Wn ∈ W converges vaguely to
W ∈ W if ∫

φdWn →
∫
φdW

for every function φ ∈ C(T).
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It is well known that this convergence is equivalent to the pointwise con-
vergence of Wn to W in the continuity points of W , see for instance [15].

We use the notation 〈·, ·〉L2 for the usual inner product in L2(T). Also,
H2(T),W 2,1(T) will stand for the usual periodic-Sobolev spaces and Cα(T)
for the space of periodic α-Hölder continuous functions. Now, we present
the definitions concerning the generalized derivative as in [3] and [7].

3.1. The generalized derivative. For a function f : T → R, we define
d
dW as follows:

df

dW
(x) = lim

ε→0

f(x+ ε)− f(x)

W (x+ ε)−W (x)
,

if the above limit exists and is finite.

Definition 3.3. Denote by DW (T) the set of functions f such that

f(x) = b + cW (x) +

∫
(0,x]

∫ y

0
g(z) dz dW (y) (3.1)

for some function g in L2(T) and some b, c ∈ R, with

cW (1) +

∫
T

∫ y

0
g(z) dz dW (y) = 0 ,

∫
T
g(z) dz = 0 . (3.2)

One can check that the function g, as well as the constants b,c, are unique.
The first requirement corresponds to the boundary condition f(1) = f(0) and
the second one to the boundary condition (df/dW )(1) = (df/dW )(0).

Define the operator LW : DW (T)→ L2(T) by

LW f =
d

dx

d

dW
f =

d

dx

(
df

dW

)
.

It is easy to see that LW f = g a.e in the notation of (3.1).

Definition 3.4. We say that a measurable bounded function ρ : R+×T→ R
is a weak solution of (1.1) if for all functions ψ ∈ DW (T) and every T > 0,

〈ρ(T ), ψ〉L2 − 〈h, ψ〉L2 =

∫ T

0
〈ρ(t),LWψ〉L2dt.

Here, ρ(T ) denotes the function ρ(T, ·).
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3.2. Statements. We are now in a position to state our main results:

Proposition 3.5. Let h ∈ DW (T). Then, there exists f ∈ H2(T) such that
h(y) = f(W (y)).

Theorem 3.6. Let Wn, W ∈ W. Let ρn, ρ be the corresponding unique
weak solutions of the equations

∂tρ =
d

dx

d

dWn
ρ, ρ(·, 0) = hn

and (1.1), respectively where hn ∈ DWn and h ∈ DW (T). Note that by
Proposition 3.5, hn = fn(Wn) and h = f(W ) for some fn, f ∈ H2(T).
Assume that

(i) Wn →W vaguely;
(ii) the functions LWnhn are uniformly bounded;

(iii) fn → f in H2(T).

Then, there exist continuous functions vn, v : R+ × T→ R such that

(iv) the functions vn, v are the unique weak solutions of equation (2.4)
with initial conditions fn and f , respectively;

(v) ρn(t, x) = vn(t,Wn(x)) and ρ(t, x) = v(t,W (x));

(vi) for every ε > 0, the functions vn, v ∈ C(T, C
1
2
−ε(R+)) and vn → v

in the topology of C(T, C
1
2
−ε(R+)).

In order to illustrate the range of applicability of our theorem, we present
some examples. Denote by L the Lebesgue measure on T and by 1A the
indicator function of a set A.

Example 3.7. Consider the measure 1
2L+ 1

2δ 1
2
. In this case, the function a

from equation (2.4) is given by a = 1[0, 1
4
] + 1[ 3

4
,1]. We observe that equation

(2.4) is the classical (periodic) heat equation for x ∈ [0, 14 ] ∪ [34 , 1] while for

x ∈ [14 ,
3
4 ] it reduces to vxx = 0. As a consequence, if we assume that vx is

continuous, then vx(t, 14) = vx(t, 34) = 2
(
v(t, 34) − v(t, 14)

)
for all t > 0. The

function ρ(t, x) = v(t,W (x)) satisfies the Robin’s boundary conditions as in
(1.2) with b = 2.

If instead we consider (1 − c)L + cδp, then the Theorem 3.6 guarantees
that the solution varies continuously with respect to p ∈ T and c ∈ [0, 1].

Example 3.8. The Laplacian operator with respect to fractal measures
was considered in [9] where its properties of self-similarities are exploited.
Consider W (x) = 1

2x+ 1
2C(x) where C is the usual ternary Cantor “staircase”
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function. Observe that if C ⊂ [0, 1] is the Cantor set, then W (C) is a cantor-
like set of positive measures and a = 1W (C).

Consider the usual uniform approximation Cn → C by piecewise-linear
continuous functions, and Wn(x) = 1

2x+ 1
2Cn(x). Theorem 3.6 is applicable

to this situation, although the corresponding solutions of (1.1) and (2.4) are
hard to describe.

Example 3.9. Consider the measures µn = 1
2L+ 1

4δ( 12−
1
n
) + 1

4δ( 12+
1
n
) whose

vague limit is µ = 1
2L+ 1

2δ 1
2
. As in Example 3.7, the solutions exhibit Robin’s

boundary conditions at the points 1
2 ±

1
n and they converge to the solution

of Example 3.7. In other words, the two boundary conditions overlap in the
limit.

Example 3.10. Regarding equation (2.4) in the situation of the previous
example, the functions an are shown in 2. Assume that the initial condition
f is also as in Figure 2. As described in the introduction for fixed t > 0, the
solution of (2.4) is linear in the intervals where a = 0; therefore, the solution
ρn(t, 12) does not converge to ρ(t, 12) uniformly in t, and the theorem fails.

In this case, the convergence is only L2 in time.
This counterexample is not relevant to equation (1.1) since the initial

conditions f(Wn) do not converge at x = 1
2 , but it suggests there should

exist a compatibility condition between a and f in order to have the desired
continuity. This condition is contained in the requirement of Theorem 3.6
that f(Wn) ∈ DW (T) which does not hold in this case. The reader should
compare this example with Proposition 4.2 in the next section.

Figure 2. Initial compatibility. The grey segments are lin-
ear interpolations where the function a vanishes.
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4. An equivalent version for the partial equation (1.1)

A strictly increasing (not necessarily continuous) function W : [0, 1] →
[0, 1] has a generalized inverse w : [0, 1]→ [0, 1] defined as

w(s) := sup{r ; W (r) ≤ s} .
Some properties of the generalized inverse are listed in the Appendix.

If W ∈ W, then w is an absolutely continuous function and thus it is the
primitive of a non-negative function a = w′, see A.3 in the Appendix for a
proof.

In this section, we show that equation (1.1) is equivalent to equation (2.4)
in the sense that v and ρ are related by ρ(t, y) = v(t,W (y)). The equation
(2.4) has to be regarded in the weak sense defined as follows.

Definition 4.1. Denote

〈f, g〉a =

∫
T
a(x)f(x)g(x)dx.

We say that a continuous function v : R+ × T → R is a weak solution of
(2.4) if, for all functions φ ∈ H2(T),

〈v(T ), φ〉a − 〈f, φ〉a =

∫ T

0
〈v(t), φ′′〉L2dt.

Here, v(T ) denotes the function v(T, ·).
4.1. Equivalence of equations. We first characterize the space DW (T) as
a set of functions composed with W .

Proposition 4.2. Let F ∈ DW (T). Then, there exists G ∈ H2(T) such that
F (y) = G(W (y)) and a(x)LWF (w(x)) = G′′(x).

Proof. Take F ∈ DW (T), which according to Definition 3.3 is represented
as

F (y) = b+ cW (y) +

∫
(0,y]

∫ z

0
g(r)dr dW (z).

By the substitution rule (A.1) applied to the integral with respect to W
above,

F (y) = b+ cW (y) +

∫ W (y)

W (0)

∫ w(l)

0
g(r)dr dl.

Taking the substitution r = w(s), we obtain

F (y) = b+ cW (y) +

∫ W (y)

W (0)

∫ l

0
g(w(s))a(s)ds dl.
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Finally, F (y) = G(W (y)) where

G(x) = b+ cx+

∫ x

0

∫ l

0
g(w(s))a(s)ds dl

is clearly in H2([0, 1]) and G′′(x) = g(w(x))a(x). In order to show that G is
periodic it is enough to use property (3.2) and the substitution rule (A.2).

For the second statement, the discussion in Definition 3.3 shows that
g = LWF . �

Keeping this equivalence in mind, we see that the following proposition is
immediate.

Proposition 4.3. Let v : R+ × T → R be a continuous weak solution of
(2.4). Then, the function ρ(t, y) = v(t,W (y)) is a weak solution of (1.1) as
in Definition 3.4.

Proof. The statement follows from Proposition 4.2 and the identity

〈f, g〉a = 〈f(W (.)), g(W (.))〉L2 ,

which is a consequence of the substitution rule (A.2). �

4.2. Equivalence of topologies. In Section 5, we shall prove the continu-
ity of the solution of (2.4) with respect to the function a = w′ under the
weak-L1 topology.

Since
∫
φandx =

∫
φdwn, the weak-L1 convergence of the sequence an is

equivalent to the vague convergence of wn. Next, we state a general result
relating the convergence of wn to the convergence of Wn.

Proposition 4.4. Assume that W is a strictly increasing function. A se-
quence Wn converges vaguely to W if and only if it converges pointwise in
the continuity points of W . In that case, the sequence of generalized inverses
wn converges pointwise to w and thus it does so vaguely.

The proof of the proposition above can be found in [15, Proposition 0.1,
page 5]. In consequence, under the hypothesis of Theorem 3.6, namely, that
Wn →W vaguely, we have that an → a weakly in L1.

5. Continuity via Fourier transform

As mentioned in the Introduction, equation (2.4) is in correspondence with
the family of complex ODE’s (2.5). In this section, our aim is to prove that
the solutions of (2.5) are bounded by an L1(R)-function of the parameter
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ξ. Then, considering u as a function u(ξ, x), this will allow us to take the
inverse Fourier transform with respect to ξ.

A quick inspection of the easy case a ≡ 1 gives some insight on what we
should expect. The periodic solutions of equation

−u′′(x) + iξu(x) = f(x)

can be described by taking the Fourier series with respect to x. The trans-
formed equation is n2un + iξun = fn and the solution is

u(x) =
∑
n∈Z

fn
n2 + iξ

e2πinx .

Of course, u can be thought as a function u(ξ, x) and we need to describe
its behaviour as a function of ξ.

First, we observe that∑
n∈Z

fn
n2 + iξ

e2πinx =
f0
iξ

+
∑
n 6=0

fn
n2 + iξ

e2πinx ,

so, we have a singularity at ξ = 0. To avoid this problem, we require f0 = 0,
which guarantees that u is bounded. Since the equation (2.4) is linear with
respect to v, this requirement does not represent a restriction. Moreover, the
solution v(t, x) converges to its average f0 as t → ∞; thus, we need f0 = 0
in order to expect v to be an L2-function of time.

By Cauchy-Schwarz, Parseval, and the inequality 2n2|ξ| ≤ n4 + ξ2,

|u(x)| ≤ ‖f‖2
√∑
n6=0

|n2 + iξ|−2 ≤ C‖f‖2|ξ|−
1
2 . (5.1)

Thus, if we only assume that f ∈ L2(T), then we can only expect that

|u(x)| ≤ C|ξ|−
1
2 , which is not in L2. In order to obtain a sufficiently rapid

decay with respect to ξ, we may impose the condition that f ′ ∈ L2, which
means (nfn)n∈Z ∈ `2 and yields

|u(x)| ≤ ‖f ′‖2
√∑
n 6=0

|n(n2 + iξ)|−2 ≤ C‖f ′‖2|ξ|−1 . (5.2)

However, this inequality only guarantees that u is bounded by an L2-function
of ξ and does not imply continuity in time of v = F−1[u]. We observe that
this bound cannot be improved because the function v has a discontinuity
at t = 0. We overcome this difficulty in the following way: subtracting to
v(t, x) the function f(x)H(t)e−t, (here H is the Heaveside step function), we
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obtain a continuous function. The Fourier transform in time of the difference
is k(x) = u(x)− f(x)

1+iξ and one can easily verify that

−k′′(x) + iξk(x) =
f(x) + f ′′(x)

1 + iξ
.

Finally, the estimate (5.1) applied to f+f ′′

1+iξ gives |k(x)| ≤ C‖f + f ′′‖2|ξ|−
3
2 ,

which yields the desired L1 bound for k, provided by the fact that k0 = f0 =
0. Consequently, the inverse Fourier transform

v(t, x) = F−1(k)(t, x) + f(x)H(t)e−t

is continuous in time, for t ∈ (0,∞).
Unfortunately, the estimate (5.2) fails in the general case when a is not

constant. Under additional assumptions on W , this estimate holds and one
can obtain solutions with improved regularity. This is left for future work.

5.1. Decay speed of the solutions of (2.5). For the rest of the section,
all integrals are with respect to the Lebesgue measure.

Definition 5.1. We will denote

A =

{
a ∈ L1(T) ; a ≥ 0 and

∫
a = 1

}
.

For ξ ∈ R and a ∈ A, we define the operator Tξ,a : W 2,1(T)→ L1(T) by

Tξ,a(u) = −u′′ + iξau.

Here, W 2,1(T) is identified with the closed subspace of W 2,1([0, 1]), consisting
of functions u such that u(0) = u(1) and u′(0) = u′(1).

It is easy to prove that Tξ,a is a Fredholm operator of index 0. Saying
that u is a solution of equation (2.5) is equivalent to Tξ,a(u) = af .

Definition 5.2. For a ∈ A, we define the seminorms

[u]a =

√∫
a|u|2 and ‖u‖H1

a
=

√
‖u′‖22 +

∫
a|u|2 .

Observe that if u is bounded, then [u]a ≤ ‖u‖∞.

Lemma 5.3. For any a ∈ A, we have ‖u‖H1 ≤ C‖u‖H1
a

where C is inde-
pendent of a. In particular, ‖.‖H1

a
is a norm.
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Proof. Observe that [u]2a ≥ min{|u|2} and

‖u‖2∞ = max{|u|2} =
(
max{|u|2} −min{|u|2}

)
+ min{|u|2}

≤
∫

2 Re(uu′) + [u]2a ≤ 2‖u‖2‖u′‖2 + [u]2a .

By the Young inequality,

‖u‖2∞ ≤
1

2
‖u‖22 + 2‖u′‖22 + [u]2a ≤

1

2
‖u‖2∞ + 2‖u‖2H1

a
,

from which we get ‖u‖2∞ ≤ 4‖u‖2H1
a

and finally

‖u‖2H1 ≤ ‖u′‖22 + ‖u‖2∞ ≤ 5‖u‖2H1
a
. �

Lemma 5.4. Let a ∈ A and ξ ∈ R\{0}. Then, Tξ,a : W 2,1(T)→ L1(T) is an
isomorphism of Banach spaces. Moreover, if f is bounded and Tξ,a(u) = af ,
then u ∈ H1(T) and ‖u‖H1

a
≤ Cξ[f ]a.

Proof. For the first statement, since Tξ,a is a Fredholm operator of index 0,
it suffices to prove injectivity. Computing

|〈Tξ,au, u〉L2 | =
∣∣∣∣∫ |u′|2 + iξ

∫
a|u|2

∣∣∣∣ ≥ min{1, |ξ|} ‖u‖2H1
a
, (5.3)

we note that Tξ,a(u) = 0 implies u = 0. This proves the first statement. For
the second, notice that by the Hölder inequality∣∣∣∣∫ afu

∣∣∣∣ ≤ [f ]a[u]a .

Hence, Tξ,a(u) = af together with (5.3) imply

min{1, ξ}‖u‖2H1
a
≤ [f ]a[u]a ≤ [f ]a‖u‖H1

a

and the result follows. �

Lemma 5.5. Let a ∈ A, assume
∫
af = 0 and u is the solution of (2.5).

Then, ‖u‖∞ ≤ 2[f ]a .

Proof. Multiply equation (2.5) by u and integrate in order to obtain∫
|u′|2 + iξ

∫
a|u|2 =

∫
afu . (5.4)

Denote p =
∫
u ∈ C. Since

∫
af = 0,∣∣∣∣∫ afu

∣∣∣∣ =

∣∣∣∣∫ af(u− p)
∣∣∣∣ ≤ [f ]a[u− p]a ≤ [f ]a‖u− p‖∞ ≤ [f ]a‖u′‖2 ,
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where we have used the Poincaré inequality in the last inequality of above.
Notice that since the left-hand side integrals of (5.4) are real,

‖u′‖22 ≤
∣∣∣∣∫ |u′|2 + iξ

∫
a|u|2

∣∣∣∣ ≤ [f ]a‖u′‖2 .

Consequently,

‖u− p‖∞ ≤ ‖u′‖2 ≤ [f ]a .

Now, we need to bound p. Integrating each side of (2.5), we get
∫
au = 0.

Denote the (real) inner product of complex numbers by 〈z, w〉 = Re(zw).
Equation

∫
au = 0 implies

∫
a(x)〈u(x), p〉dx = 0. Then,

|p|2
∫
a =

∫
a(x)〈p, p〉dx =

∫
a(x)〈p− u(x), p〉dx ≤ ‖u− p‖∞|p|

∫
a .

We therefore obtain |p| ≤ ‖u− p‖∞, leading to

‖u‖∞ ≤ |p|+ ‖u− p‖∞ ≤ 2‖u− p‖∞ ≤ 2[f ]a . �

Lemma 5.6. Let a ∈ A, assume f is bounded and u is the solution of (2.5).
Then, for any |ξ| ≥ 1,

‖u‖H1 ≤ C|ξ|−
1
2 [f ]a ,

where the constant C is independent of a.

Proof. By Lemma 5.3, it is sufficient to show that ‖u‖H1
a
≤ |ξ|−

1
2 [f ]a . From

(5.4), we have that∣∣∣∣ξ ∫ a|u|2
∣∣∣∣ ≤ ∣∣∣∣∫ |u′|2 + iξ

∫
a|u|2

∣∣∣∣ ≤ [f ]a[u]a . (5.5)

Thus, |ξ| [u]2a ≤ [f ]a[u]a , which implies

[u]a ≤ |ξ|−1[f ]a ≤ |ξ|−
1
2 [f ]a (5.6)

because |ξ| ≥ 1. On the other hand, from (5.5),∣∣∣∣∫ |u′|2∣∣∣∣ ≤ [f ]a[u]a ≤ [f ]2a|ξ|−1 ,

implying

‖u′‖2 ≤ |ξ|−
1
2 [f ]a . (5.7)

Putting together (5.6) and (5.7), we obtain that ‖u‖H1
a
≤ |ξ|−

1
2 [f ]a, thus,

finishing the proof. �
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Lemma 5.7. Let a ∈ A, |ξ| ≥ 1, f ∈ H2(T) and, in addition, f ′′ = ag,
where g is a bounded function. Let u be the solution of (2.5). Then, for k
defined through

u(x) = k(x) +
f(x)

1 + iξ
, (5.8)

there holds the estimate

‖k‖H1 ≤ C|ξ|−
3
2 [f + g]a , (5.9)

where the constant C does not depend on a. Moreover, if
∫
af = 0, then

‖k‖∞ is bounded by 2[f + g]a.

Proof. Replacing (5.8) into equation (2.5), we obtain

−k′′ + iξak =
f ′′

1 + iξ
+ af − af iξ

1 + iξ
.

Since f ′′ = ag, we get

−k′′ + iξak =
a(f + g)

1 + iξ
.

Applying Lemma 5.6, we obtain

‖k‖H1 ≤ C|ξ|−
1
2 |1 + iξ|−1[f + g]a ≤ C|ξ|−

3
2 [f + g]a .

and (5.9) follows. Additionally, if we have
∫
af = 0, then

∫
a(f + g) = 0

because f is periodic. This permits us to invoke Lemma 5.5 proving that
‖k‖∞ ≤ 2[f + g]a. �

5.2. Continuity of the solution of (2.5). Throughout this section, we
assume the conditions of Theorem 3.6, namely,

(i) Wn →W vaguely, which implies that an → a weakly in L1;
(ii) f ′′n = angn with gn(x) = LWnhn(wn(x)) uniformly bounded, as in

Proposition 4.2;
(iii) fn → f in H2(T).

The main result of this section is contained in the Propositions 5.11
and 5.12, that is, the solutions vn of (2.4) converge to v in the space

C(T, C
1
2
−ε(R+)) for every ε > 0.

For simplicity, we shall assume without loss of generality that∫
hn(x)dx =

∫
an(x)fn(x)dx = 0 .
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Lemma 5.8. Fix ξ ∈ R\{0}. Let un(x) = T−1ξ,an
(anfn) and u(x) = T−1ξ,a (af).

In other words, un is the solution of (2.5) with a replaced by an. Denote

kn(x) = un(x)− fn(x)
1+iξ and analogous definition for k(x). Then, it holds the

convergence kn → k uniformly.

Proof. Recall from Lemma 5.7 that

Tξ,an(kn) = an
fn + gn
1 + iξ

. (5.10)

Since [fn + gn]an ≤ ‖fn + gn‖∞ is bounded, by Lemma 5.4, the sequence kn
is H1 bounded and, hence, precompact in C0.

We shall prove that k is the only C0-accumulation point of kn. Let k∗ ∈ C0

be such a point and φ ∈ C2(T) a test function. Take a subsequence of kn
converging to k∗ and call it again kn. Multiplying equation (5.10) by φ and
then integrating by parts,

−
∫
knφ

′′ + iξ

∫
anknφ =

∫
an(fn + gn)φ .

Adding and subtracting suitable terms,

−
∫
knφ

′′ + iξ

∫
ank

∗φ+ iξ

∫
an(kn − k∗)φ

=

∫
an(f + g)φ+

∫
an(fn − f)φ+

∫
(f ′′n − f ′′)φ.

Since kn → k∗ in C0, ‖an‖L1 = 1, an → a weakly in L1, and fn → f in
H2(T), we can take limits obtaining

−
∫
k∗φ′′ + iξ

∫
ak∗φ =

∫
a(f + g)φ .

Therefore, k∗ = T−1ξ,a (a(f + g)) = k. Then, kn → k uniformly as desired. �

Next, we recall the classical definition of weighted L2-spaces, see [14] for
details.

Definition 5.9. For s ≥ 0, let L2
s(R) be the set of measurable functions

f : R → R such that |1 + iξ|sf(ξ) ∈ L2(R). It is a Banach space with the
norm ‖f‖s = ‖|1 + iξ|sf(ξ)‖L2.

Consider the space C(T, L2
1−ε(R)) with the norm

‖k‖ = sup
{
‖k(·, x)‖L2

1−ε
; x ∈ T

}
.
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Lemma 5.10. Denote un(ξ, x) = T−1ξ,an
(anfn)(x) and kn(ξ, x) = un(ξ, x) −

fn(x)
1+iξ . Denote similarly u(ξ, x) and k(ξ, x). Then, for every ε > 0, the

convergence kn → k holds in the space C(T, L2
1−ε(R)).

Proof. Clearly,

sup
x∈T

{∫
|kn(ξ, x)− k(ξ, x)|2 |1 + iξ|2(1−ε)dξ

}
(5.11)

≤
∫

sup
x∈T

{
|kn(ξ, x)− k(ξ, x)|2 |1 + iξ|2(1−ε)

}
dξ

and we intend to prove that the last integral goes to 0 as n→∞.
Since the functions fn fulfill the conditions of lemmas 5.7 and 5.5,

sup
x∈T
|kn(ξ, x)| ≤ C|1 + iξ|−

3
2 , (5.12)

where C is independent of n and ξ. For each fixed ξ 6= 0, Lemma 5.8 implies
that

sup
x∈T

{
|kn(ξ, x)− k(ξ, x)|2

}
→ 0 ,

as n → ∞. Then, using the bound (5.12), we find that the integrand in
(5.11) is bounded by

C|1 + iξ|−3+2(1−ε) ≤ C|1 + iξ|−1−2ε.
Finally, we apply Dominated Convergence to conclude that∫

sup
x∈T

{
|kn(ξ, x)− k(ξ, x)|2|1 + iξ|2(1−ε)

}
dξ → 0 ,

as n→∞. �

Proposition 5.11. Following the notation of Lemma 5.10, denote vn(t, x) =
F−1(un)(t, x) where F is the Fourier transform with respect to ξ, and analo-

gous notation for v(t, x). Then, in C(T, C
1
2
−ε(R+)), the convergence vn → v

holds

Proof. The operator F−1 : L2
1−ε(R) → C

1
2
−ε(R) is continuous [14, Theo-

rem 3.2, page 47] so clearly, it extends continuously to an operator F−1 :

C(T, L2
1−ε(R)) → C(T, C

1
2
−ε(R)). In consequence, F−1kn → F−1k in C(T,

C
1
2
−ε(R)), as n→∞. On the other hand,

un(t, x) = kn(t, x) +
fn(x)

1 + iξ
and F−1

(
fn(x)

1 + iξ

)
= fn(x)H(t)e−t,
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where H(t) is the Heaveside step function, which is not in C
1
2
−ε(R) but it is

in C
1
2
−ε(R+).

Lastly, since fn → f uniformly, it follows that

fn(x)H(t)e−t
n→∞−→ f(x)H(t)e−t

in C(T, C
1
2
−ε(R+)), and then vn → v in C(T, C

1
2
−ε(R+)), as desired. �

Now, it only remains to show that v is indeed a solution of the corre-
sponding equation.

Proposition 5.12. The function v(t, x) from Proposition 5.11 solves the
equation (2.4) in the weak sense of Definition 4.1.

Proof. We take the Fourier transform of v with respect to time, which is the
function u(ξ, x) from the previous lemmas. We know that Fv(ξ, x) solves
the equation

(Fv)xx(ξ, x) = a(x)(iξFv(ξ, x)− f(x)) .

Since we do not know a priori if vxx exists, we multiply the equation above
by a test function φ ∈ C2(T) and then integrate, obtaining∫

Fv(ξ, x)φ′′(x)dx =

∫
a(x)φ(x)(iξFv(ξ, x)− f(x))dx .

By Fubini Theorem,

F
(∫

v(t, x)φ′′(x)dx

)
(ξ)

= iξF
(∫

a(x)v(t, x)φ(x)dx

)
(ξ)−

∫
a(x)f(x)φ(x)dx ,

which can be written in the form F(U)(ξ) = iξF(V )(ξ) −K where U(t) =
〈v(t, .), φ′′〉L2 and V (t) = 〈v(t, .), φ〉a are continuous functions, and K =
〈f, φ〉a is a constant. The identity above implies that U(t) is the weak
derivative of V (t) and that V (0) = K. Finally, we infer that V (T ) −K =∫ T
0 U(t)dt and the statement follows. �

Proof of Theorem 3.6. Let v(t, x) be the function defined in Proposition
5.11, which by Proposition 5.12 is the weak solution of equation (2.4). Defin-
ing ρ(t, y) = v(t,W (y)) and recalling Proposition 4.3, we conclude that ρ is
a weak solution of (1.1) as in Definition 3.4. Finally, Proposition 5.11 gives
the desired convergence, concluding the proof. �
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Appendix A. Auxiliary results

Let w be the generalized inverse of W defined by w(s) := sup{r ; W (r) ≤
s}, which is a right inverse of W , or else w(W (x)) = x. If w(x) is a continuity
point of W , it holds also that W (w(x)) = x.

For a detailed account of properties of the generalized inverse, we refer to
[2] and the book [15].

Proposition A.1. (Changing of variables). For any measurable bounded
function h : [0, 1]→ R,∫

(0,t]
h(y) dW (y) =

∫
(W (0),W (t)]

h(w(x)) dx (A.1)

and ∫
a(x)h(x)dx =

∫
h(W (y))dy . (A.2)

For a proof, we refer the reader to [4, Prop. 1, Prop. 2, page 3].

Proposition A.2. Let µ be the measure associated to W . Then, for any
borel set A ⊆ [0, 1], µ(A) = L(w−1(A)).

This is a known result. See, for example, [15] or [2].

Proposition A.3. If L � µ, then w is an absolutely continuous function.

Proof. Since w is continuous and non-decreasing, we only need to confirm
that it satisfies the Lusin property, namely, that w maps sets of measure
zero into sets of measure zero.

Let E ⊂ [0, 1] be a measurable set with L(E) = 0. Let D(W ) denote
the set of discontinuity points of W . Clearly, L(w(E)) = L(w(E) \ D(W ))
because D(W ) is only denumerable. Since L � µ, by Proposition A.2, we
only need to show that L(w−1(w(E) \ D(W ))) = 0.

We know that w(x) 6∈ D(W ) implies W (w(x)) = x. From this fact, it
easily follows that w−1(w(E) \ D(W )) ⊆ E. Consequently,

µ(w(E) \ D(W )) = L(w−1(w(E) \ D(W ))) ≤ L(E) = 0 ,

as we wanted. �

Remark A.4. It is almost immediate that the converse of Proposition A.3
is also true. In [7], the condition L � µ is replaced by a weaker one,
namely that µ(I) > 0 for every open interval I ⊂ T. This is not enough
to guarantee that w is an absolutely continuous function. For instance, the
measure µ =

∑∞
n=1 2−nδqn , which has a delta at each rational number qn is
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a counterexample because it assigns positive measure to every open interval,
but w is a Cantor-like staircase function; thus, not an absolutely continuous
function.
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